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Abstract— In this paper, we present modified approach 

for generating static video summary. This approach is 

based on extracting feature using color, texture and 

shape feature of video frames and then generate 

summary using modified DBSCAN algorithm. Video 

summary generate by this method are compared to 

other methods. 
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I. INTRODUCTION 

Video summarization is a technique to get a still or 

moving sequence of images from given original 

video as a summary for that video 
[6]

. 

With the increase of daily usage of the recording 

technology, video has become a popular part of daily 

life. This situation led to a mass of raw information 

that needs evaluating before everything at all 
[4]

. 

In today’s world development of computation, 

communications in between, and storage 

infrastructures, are rapidly increase and contributing 

to a large and steadily increase availability of video 

content 
[5]

. Wide investment in digital video is done 

after that, the capabilities of an average user to 

handle, interact with and manage videos are still not 

achieve what average users can do with other types of 

media such as text or images. The Main reason 

behind this is the temporal storage nature of video 

and the size of the video. 

 
Figure 1 hierarchy structure of video

 [7] 
 

A video is nothing but a synchronous sequence of a 

number of frames, each frame being a 2-D image. So 

the basic unit in a video is a frame. The video can 

also be thought of as a collection of many scenes, 

where a scene is a collection of shots that have the 

same context. This is shown in figure-1. A frame is 

single still image from video. It defines as fps (frame 

per second). 

From over past years, different approach has been 

proposed for video summarization. These approaches 

have number of drawbacks. First, almost all 

approaches are based on single visual descriptor like 

color of video. Second, clustering algorithm used in 

that approaches could not detect noise frame 

automatically. Third, current approaches are basis of 

some special input like required specified input for 

clustering. 

Basically video summarization method divided in 

two parts (1) Static video summarization and (2) 

Dynamic video summarization 
[8], [9], [10], [18]

. 

II. RELATED WORK 

Some of previously used techniques for static video 

summary are given below. 

In Keyframe-based video summarization using 

Delaunay clustering
 [1]

, an approach is developed 
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using Delaunay clustering (DT). Firstly, pre-sampling 

step is executing. Then video frames are presented 

using color histogram in HSV space. After that, the 

Delaunay diagram is built and clusters are formed by 

separating edges in the Delaunay diagram. Finally, 

for each cluster, the frame that is closest to its center 

is selected as the key frame. 

In VSUMM
 [16]

, a video summarization approach is 

explained. In first step, pre-sampling is executed on 

video frames using one frame per seconds. Then 

color feature is extracted from video frames in HSV 

space. Then clustering is applied to frames and from 

every cluster key frame is selected. Finally, one other 

step occurs in which the key frames are compared 

with each other through color histogram to eliminate 

those similar key frames in the produced summaries. 

In VSCAN 
[5]

, an approach is used density based 

clustering. In first step, video frames are pre-sampled 

using one frame per second rate. In second step, color 

feature and texture feature of video frames are 

extracted. Color feature extraction is done using color 

histogram in HSV color space. Texture feature 

extraction is done using Discrete Wavelet 

Transformation (DWT) 
[19]

. Then DBSCAN is 

applying for format the clustering. Finally select key 

frames from each cluster. 

III. PROPOSED METHOD 

In figure 2, steps for proposed approach are given. 

First, original video is pre-sampled. In Second step, 

feature extraction is done using different techniques. 

Color feature are extracted from video using color 

histogram in HSV space. Texture feature are 

extracted using Gabor method. Shape feature are 

extracted using Fourier techniques. 

Input: static video, video dataset 

Output: Summary of given input video. 

Procedure: Procedure is as follows:- 

Step 1: Pre-sampling 

 Reduce the number of frames to be 

processed from original video. 

Step 2: Features extraction 

In these step features are extracted from video 

frame. 

 Extract Color feature using color histogram 

techniques 

 Extract Texture feature using Gabor 

techniques 

 Extract Shape feature using Fourier 

techniques 

Step 3: Video Frame clustering 

 For clustering modified DBSCAN algorithm 

is used. 

 For dissimilarity measure Bhattacharyya 

distance equation is used. 

Bhattacharyya Distance =   



n

i

QiPi
0  

(1) 

 

Step 4: Steps for clustering 

1) Select an arbitrary frame p. 

2) Retrieve all frames that are indirectly-

similar from p. 

3) If p is a core frame, a video cluster is 

formed. 

4) If p is a border frame, no frames are 

indirectly-similar from p and the next frame 

of the database is visited. 

5) Continue the process until all the frames 

have been processed. 

Step 5: Key Frame extraction 

Select the key frames from the video clusters and 

Noise frames are discarded. 

 For each cluster the middle core frame in the 

ordered frames sequence is selected to 

construct the video summary. 

Step 6: Make video from Selected Key Frames. 



© November 2015 | IJIRT | Volume 2 Issue 6 | ISSN: 2349-6002 

IJIRT 142732 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 33 

 

 
Figure 2 Proposed Model 

Description of Procedure: 

 The first step for video summarization is pre-

sampling to reduce the number of frame. Sampling 

rate is important for summary. In this approach, the 

sampling rate used is selected to be one frame per 

second.  

 The second step for summary is feature extraction. 

In that first color feature is extracted from video 

frame. For that color histogram 
[15]

 is used to describe 

visual content of video image. The color histogram
[13]

 

is computed from HSV color space where 32 bins of 

H, 4 bins of S and 2 bins of V. HSV also defines the 

brightness and intensity of images. 

 Then texture feature is extracted from video 

frames. Texture is a powerful low-level feature for 

representing images. Gabor is one of the good 

methods to extract texture feature from frames. Here 

we use the Gabor method to extract the texture 

feature. The input to Gabor method
[14]

 is image. Then 

the function applied on that image takes four other 

parameters. They are as follows: 

 u: No. of scales (mostly set to 5) 

 v: No. of orientations (mostly set to 8) 

 m: No. of rows in a 2-D Gabor filter (an odd 

integer number mostly set to 39) 

 n: No. of columns in a 2-D Gabor filter (an 

odd integer number mostly set to 39) 

Output to this function is a gaborArray: A u by v 

array, element of which is m by n matrices; each 

matrix being a 2-D Gabor filter. 

 Shape of an object is the characteristic surface 

which is represented by the outline or contour. Shape 

recognition or detection is one of the modes through 

which human perception of the environment is 

executed. Here we use the Fourier transformation 

method to extract the Shape feature. The input to this 

method is image. It detects the boundary of that given 

input image. 

 Y = fft2(X) returns the two-dimensional discrete 

Fourier transform (DFT) of X. The DFT is computed 

with a fast Fourier transform (FFT) algorithm. The 

result, Y, is the same size as X. If the dimensionality 

of X is greater than 2, the fft2 function returns the 2-

D DFT for each higher dimensional slice of X. For 

example, if size (X) = [100 100 3],then fft2 computes 

the DFT of X (:,:,1) , X(:,:,2)  and  X(:,:,3). Y = 

fft2(X,m,n) truncates X, or pads X with zeros to 

create an m-by-n array before doing the transform. 

The result is m-by-n. 

 In next step, DBSCAN clustering is density based 

clustering algorithm 
[20], [21]

 is applied to detect the 

cluster for given inputs. Using DBSCAN clustering 

algorithm has many advantages. First, it does not 

require specifying the number of clusters in the data a 

priori, as opposed to partitioning algorithms like k-

means
 [12]

. Second, DBSCAN can find arbitrarily 

shaped clusters. Third, it has a notion of noise. 

Finally, DBSCAN requires minimal number of input 

parameters. 

 In this approach, we apply a dual feature space 

DBSCAN algorithm. The proposed clustering 

algorithm used in this approach aims at adapting and 

modifying DBSCAN to be used by a video 

summarization system that utilizes all three colors, 

texture and shape features. Instead of accepting only 

one input dataset as in the original DBSCAN, the 

clustering algorithm in this approach accepts all three 

color, texture and shape features of video frames as 

input datasets, with the Bhattacharya distance 
[2]

 as a 

dissimilarity measure. 

 As in equation (1) Bhattacharyya distance is used. 

Selecting the Bhattacharyya distance as dissimilarity 

measure has many advantages 
[3]

. First, the 

Bhattacharyya measure has a self-consistency 
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property, as by using the Bhattacharyya measure all 

Poisson errors are forced to be constant therefore 

ensuring the minimum distance between two 

observations points is indeed a straight line. The 

second advantage is the independence between 

Bhattacharyya measure and the histogram bin widths, 

as for the Bhattacharyya metric the contribution to 

the measure is the same irrespective of how the 

quantities are divided between bins; therefore it is 

unaffected by the distribution of data across the 

histogram. Third advantage is that the Bhattacharyya 

measure is dimensionless; as it is not affected by the 

measurement scale used 
[2]

. 

 Finally frame is selected from each cluster to make 

video. 

IV. EXPERIMENTS AND RESULTS 

In this paper, a modified version of an evaluation 

method Comparison of User Summaries (CUS) 

described in 
[3]

 is used to evaluate the quality of video 

summaries. In CUS method, the video summary is 

built manually by a number of users from the 

sampled frames and the user summaries are taken as 

reference (i.e. ground truth) to be compared with the 

automatic summaries obtained by different methods. 

callecision

callecision
measureF

RePr

RePr2






        (2) 

 

In order to evaluate the automatic video summary, 

the F-measure is used as a metric. The F-measure 

consolidates both Precision and Recall values into 

one value using the harmonic mean 
[11]

, and it is 

defined as: The Precision measure of video summary 

is defined as the ratio of the total number of color-

based similar frames and texture-based similar 

frames to the total number of frames in the automatic 

summary; and the Recall measure is defined as the 

ratio of the total number of color-based similar 

frames and texture based similar frames to the total 

number of frames in the user summary. 

In this approach is evaluated on a set of 50 videos 

selected from the Open Video Project 1. All videos 

are in MPEG-1 format (30 fps, 352 240 pixels). They 

are distributed among several genres (documentary, 

historical, lecture, educational) and their duration 

varies from 1 to 4 min. Also, we use the same user 

summaries used in 
[16]

 as a ground-truth data. These 

user summaries were created by 50 users, each one 

dealing with 5 videos, meaning that each video has 5 

summaries created by five different users. So, the 

total number of video summaries created by the users 

is 250 summaries and each user may create different 

summary. For comparing VSCAN approach with 

other approaches, we used the results reported by 

three approaches: VSCAN 
[5]

, VSUMM 
[16]

, STIMO 
[17]

, and DT 
[1]

. In addition to that, the automatic 

video summaries generated by our approach were 

compared with the OV summaries generated by the 

algorithm in 
[12]

. All the videos, user summaries, and 

automatic summaries are available publicly. 

 

 

Table 1 Mean F-measure achieved by different 

approaches 

 

Approach Mean F-Measure 

OV 0.67 

DT 0.61 

STIMO 0.65 

VSUMM 0.72 

VSCAN 0.77 

DB-Color 0.74 

VSUC 0.81 

 

 

Table 1 shows the mean F-measure achieved by the 

different video summarization approaches. The 

results indicate that this approach performs better 

than all other approaches. Also, we notice that 

combining all three features color, texture and shape 

features together more done in this approach gives 

better results than using color features only as in DB-

Color. However, DB-Color achieved better results if 

compared to the other four approaches (OV, DT, 

STIMO, VSCAN and VSUMM), which indicates that 

using DBSCAN clustering algorithm is efficient for 

generating static video summary. 

V. CONCLUSION 

Proposed approach uses color, texture and shape 

features of the video frames for summarize the video 

content. Combining all color, texture and shape 

features enabled this to overcome the drawback of 

using single features only as in other approaches. 

Also, as an advantage of using a density-based 

clustering algorithm, this reduce extra step needed for 
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estimating the number of clusters is avoided. It also 

removes noisy frames form video. 

Future work includes combining other features to 

this approach like edge and motion descriptors. Also, 

another interesting future work could be generating 

video skims (dynamic key frames, e.g. movie trailers) 

from the extracted key frames. 
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