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Abstract- In this research investigation, the author has
detailed a scheme for a special type of distance based
clustering of feature points of concern based on distance
to complement feature point or orthogonal feature point
of each feature point.
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I.INTRODUCTION

There have been many propositions regarding
Clustering Models, the major among them being [1],
[2], [3], [4]. [5]. Also, there have been a few
propositions on Overlapping Clustering Models [6],
[7].

Il. PROPOSED THEORETICAL MODEL

Notion of the Complement of A Given Vector

For any given Vector
A=l % % - o X %] the Complement of
this Vector is given by filling it with the Complement
of each element w.r.t all other elements of the vector.

That is, the complement of X , namely X s
Case 1: Only Complement the Weighted Average of

all other elements of this Vector except Xi
Case 2: Orthogonal Complement the Weighted
Average of all other elements of this Vector except

X, , with a Sign to be fixed as follows:

. c c

X; X; X/
If = is Positive, then (i) s chosen such
i
X X 2 %X
that ~U74) s Negative. And if, = is
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c C

. X . X X
Negative, then 1) is chosen such that ~(+)7(i+1)
is Positive. Also, 1< i =(n—1)

A=p 6 KX X

n

That is,
The weight is given by

X
W, =< —
2%
i=1
n
D> wix;
::1
X0 = (o)

Notion of the Complement of A Given n Dimensional
Matrix

The Complement of any element
APy, Pz: gy + Pry: o) of an n Dimensional
Matrix A with dimension sizes ' 122 lsrmeeos UETLNT

given as follows:
Case 1: Simple Complement
The required value is given by

i Ile """ Ii i Ii{wilizis....in1inai1i2i3....in1in}

!n:]' !n71:l !3:1 izzl !1=1
h# Pn Ih1# Py I3#P3la# P2 h#Py

Uls

Where the weight term is given by

INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 62




© May 2020 | IJIRT | Volume 6 Issue 12 | ISSN: 2349-6002

higiz...dniy
igigig... dp qip [P Iy 1, 1y

Z Z ...... z Z Z {ailizi3....in,lin }

in=Ling=l  ig=li,=l =1

Case 2: Orthogonal Complement
The required value is given by

In Infl |3 IZ Il

z ) Z """ ZZ z {Wi1i2i3....in,1inailizig....in,lin}
in=1 i,4=1 i;=1 i,=1 iy=1

ig# Pgla # Py 1 # Py

)

Where the weight term is given by

in #Pn in—1¢ Pna

— hlalg- - In gl
iyigig...dn g l,

303530303 W

ip=lip =1  ig=liy=1i=1

And the sign of the term
In In—l |3 IZ Ii
z """ z Z z {Wilizi?:""inflin ailiZiS""in—lin }
i1 iyl =L i,=1 -1

i3# P3lp # Py i # Py
n
[T
i=1
is given as follows:

jn jn—l j3 j2 jl

In#Pn Ina# Pna

Z Z ------ Z Z Z {ai1i2i3....in_1in bilizia....in_lin }
If in=1i,1=1 iz=1 i,=1 =1
is Positive, then the sign of

is Negative.

in_ Jna s Jo_ b

Z Z ------ Z Z Z {a-ilizis....in,lin bilizig....in,lin }
And if n=lina=l ig=1 ip=1 ij=1
is Negative, then the sign of
b

is Positive. It should be noted that here, "2's:Inih
represents the Complement of the Matrix Element of
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a.. ... .
A, namely “2ls-ah jn the Complement Matrix B
which is the complement of Matrix A.

Special Type of Distance Based Clustering Using
Distance to Complement of the Feature Point
Let there be m number of feature points each of n

. . X
dimensions. Let them be represented by P, where

P=110M Also, let the elements of the feature

X —
points be represented by P4, where p=1ltom

and ¥ =1to N We now find the weighted average
of all these feature points which is just the feature
point gotten by taking the weighted averages
element-wise as follows

m
Z ququ
p=1

r

Xq =
Z qu
p=1

X
_ pPq
qu m
Z qu
with p=1

re

This weighted average point is represented by X

indicating that it is the most representative point for

all the given feature points. Its elements are
r

X =
represented by 9 where q=1to n
We now find the distances between this most

r
representative point X and each of all other feature

dix,,'x
points. Let these be represented by ( P ) for

p=1to M we now arrange these distances in

fl

increasing order. Let this order be a function
given by a map from the Set {p}F’:l oM to the same

Set {D}p:1 oM phut with the possibility that the map
need not be necessarily congruent but such that the
increasing order of distances aspect is satisfactorily
met. Let these distances be denoted by
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Now, if we need K number of clusters, we find the
first K Number of points that are closest to the most

re
representative point X . That is, we consider the

X X
p:

p0|nts p= f171 (1) , flil (2) ,

X yreenees WX WX

p=1"(3) p=(K-1)" "p=1(K) Now, we consider
each of these K points and find the distances to their
respective Complement points. Let these be
represented by

6= dl(x ) X;:ffm) 0, dz(xp:ﬁ( %5 )) 0= (Xn:f{l(s)‘ X;:f{l(S))'“

d(x ¢

e
x ) N

wifca = (Pf HK-1) "=tk g

We now arrange these distances in increasing order.

f

Let this order be a function
the Set {gh}hzl“’ K to the same Set
with the possibility that the map need not be
necessarily congruent but such that the increasing

order of distances aspect is satisfactorily met.
Let these distances be  represented by

gh:fgl(l)’ gh:f;(z)’ gh:fgl(s)’ """" ! gh:fz’l(K—l)’ gh:fgl(K)

2 given by a map from

{gh }h=lt0 K but

) ) g .-
We now consider the distance - "'@ and the

point corresponding to it, namely Xo-ti2frr, ) and
find all points that bear distance less than or equal to

. 9, . .
the distance ™' @ Now these points along with
X o .
the point P~ " {h=r) comprise the First Cluster.
We now consider the distance gh:ffl(z) and the point

corresponding to it, namely Xo-t2r,'2) and find
all points that bear distance greater than or equal to

. 9, -

the distance ~™"2'@ and less than or equal to the
; gh—f*l(z) ; ;
distance """ . Now these points along with the

e ¥ =t {h=1;4(2)) -
point P=h =P comprise the Second Cluster.

; ; gh—f’l(s)
We now consider the distance — and the
P fi (h=f271(3))

point corresponding to it, namely and

find all points that bear distance greater than or equal
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. O,
to the distance ~"™'2'(?) and less than or equal to the
. gh=f*l(3) . R
distance 2 . Now these points along with the

point Xo-ti2(r-1,0) comprise the Third Cluster. In
this fashion, we find all K number of Clusters. It
should be noted that these Clusters may be
Overlapping in nature.

In this fashion, we can even find m number of
Clusters for the given m number of feature points.

Special Type of Distance Based Clustering Using
Distance to Orthogonal Complement of the Feature
Point

Let there be m number of feature points each of n

. . X

dimensions. Let them be represented by P, where

p=1to m Also, let the elements of the feature
X _

points be represented by P9, where p=1ltom

and Y =lton . We now find the weighted average

of all these feature points which is just the feature
point gotten by taking the weighted averages
element-wise as follows

ZWPQ Pq

Xq -

prq
p=1

X

_ pq
qu Tm
Z qu
With p=1

This weighted average point is represented by X
indicating that it is the most representative point for
all the given feature points. Its elements are
X
represented by 9 where
We now find the distances between this most

g=1ton

representative point X and each of all other feature

dix ,'x
points. Let these be represented by ( P ) for

P=110M e now arrange these distances in

fl

increasing order. Let this order be a function

{p}

given by a map from the Set pLtom g the same

INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 64



© May 2020 | IJIRT | Volume 6 Issue 12 | ISSN: 2349-6002

Set {p}”=1 oM put with the possibility that the map
need not be necessarily congruent but such that the
increasing order of distances aspect is satisfactorily
met. Let these distances be denoted by

dl(xpzf{l(l) ! rx) dz(xp: t(2)? rx} d3(xp:fl'l(3) 'rx) """" ! dm (Xp: t(m)! rx)

Now, if we need K number of clusters, we find the
first K Number of points that are closest to the most

ro
representative point X . That is, we consider the
....... X X

ooints 0, i) Xpetiiey 1K)
Now, we consider each of these K points and find the
distances to their respective Orthogonal Complement
points. Let these  be represented by

G :dl(xp:fl’l(l)‘stfl’l(l)) 9, :dZ(Xp 2’ }93 ( p=ty 3|‘Xs it ()) "

70c 0c

""’gKfl:dKfl(Xp:fﬁ(K—l)'Xp:fﬁ(K—l)lgK 'dK(Xp (K ,’7;: 1K)
We now arrange these distances in increasing order.

p=f(K-1)’

Let this order be a function f, given by a map from

the Set {gh}h:“O K to the same Set
with the possibility that the map need not be
necessarily congruent but such that the increasing
order of distances aspect is satisfactorily met.

Let these be represented by

{gh }hzlto K but

gh:le(l)’ gh:f21(2)’ gh:f21(3)’ """" ! gh:le(K—l)’ gh:le(K)

We now consider the distance g“:fz’l(l) and the

point corresponding to it, namely Xo=ti2frr, ) and
find all points that bear distance less than or equal to

the distance 9"-%*®). Now these points along with
int. 0= 0-10) comprise the Fi
the point  P=" \"="2 W) comprise the First Cluster.

. . gh:f’l(Z) .
We now consider the dlstance 2 3%} and the point

corresponding to it, namely p-t(-1@) and find
all points that bear distance greater than or equal to

the distance 2h-%"® and less than or equal to the
; gh:f-l(z) ; :
distance 2 . Now these points along with the
it ¥ =t {h=1;4(2)) -
point P=h =P comprise the Second Cluster.

) . g, -
We now consider the distance ~ " @) and the

point corresponding to it, namely p f(h=1:(3) and
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find all points that bear distance greater than or equal
: 9,
to the distance ~"™'2'(®) and less than or equal to the
. gh*f_l(3) R R
distance """ . Now these points along with the

point Xo-ti2(r-1,0) comprise the Third Cluster. In
this fashion, we find all K number of Clusters. It
should be noted that these Clusters may be
Overlapping in nature.

In this fashion, we can even find m number of
Clusters for the given m number of feature points.
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