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Abstract— Object Detection is a technique related to 

detecting objects an object of a certain class (such as 

a person, building, or car) in digital images or videos. 

The machine will process the image or video and will 

produces output for each detected object along with 

the appropriate label with classes. The engine will 

also display a bounding box on the detected object 

and will display the accuracy value of detection. 

However, this study evaluates the various models 

used in object detection using Deep Learning 

Techniques. Therefore, as per various researches in 

past and adhered the scheme observed that the 

Convolution Neural Networks is an effective model 

to identify object's accurately and swiftly. 

 

Indexed Terms-- Object Detection, Computer Vision, 

Deep Learning, Neural Networks. 

 

I. INTRODUCTION 

 

Surveillance camera is a camera that serves to assist 

the process of monitoring an area within the scope of 

the digital image it takes. Surveillance cameras 

provide surveillance results in the form of images and 

videos that can be accessed in real time while saving 

them into storage media. The stored digital images are 

generally the entire recording, regardless of the 

activities that occur or the existence of the objects 

contained in them, including human objects. Under 

such conditions, the recorded data produced by the 

surveillance camera will result in a waste of memory 

on the storage media. These limitations can also be 

significant depending on the particular situation. For 

example, in real time conditions, the surveillance 

camera can only send video to the monitor to be 

monitored by the security guard, so the function of the 

surveillance camera will depend on the response of the 

guard (user). If the guard (user) happens to be careless, 

it is too late to take preventive action or handling an 

incident. In addition, the recordings that have been 

stored in memory are also often used as important 

references by the authorities in the process of 

reviewing human activities that have occurred in them. 

This is what makes the existence of surveillance 

cameras play an important role in helping to monitor 

security in an area, but its application is still not 

optimal in terms of functionality and memory 

allocation [1]. 

 

Therefore, we need a method that can make the 

surveillance camera active so that it can function 

efficiently and optimally. Along with the rapid 

development of information technology, now the 

application of technology in the field of Computer 

Vision [2] is able to overcome these problems.  

 

Computer Vision is a part of artificial intelligence [3] 

that focuses on training computers to interpret and 

understand the visual world. Machines can identify 

and classify objects accurately from images and Deep 

Learning [4, 5] models and then provide feedback on 

these images. In embedded systems, one way that is 

often used to overcome these problems is to use cloud 

computing services. However, these services require 

additional costs and have the potential to experience 

data latency.  

 

Another alternative is to use a special hardware 

accelerator such as the Movidius Neural Compute 

Stick (NCS) device. Intel Movidius NCS is powered 

by a power-efficient and high-performance Vision 

Processing Unit (VPU) so that it can provide good 

computing power to run Deep Learning models on the 

system locally [6-8]. Several studies that have been 

done previously related to the problems that have been 

described include a study entitled "Object Tracking 

and Suspicious Activity Identification during 

Occlusion" by [9] which detects human objects and 

processes suspicious conditions based on differences 

in grayscale levels. the average of the processed data. 

Other related research was also conducted by [10] in 

2014, who built a system to Motion Tracking of 
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Humans under Occlusion Using Blobs method with 

the results of the GMM (Gaussian Mixture Model). 

 

II. LITERATURE REVIEW 

 

• Object Detection 

When humans glance at an image, the human brain can 

immediately recognize the object in the image, the 

location of the object, and the conditions of interaction 

that occur. The human visual system is fast and 

accurate, enabling us to perform complex tasks. Fast 

and accurate object detection algorithms will allow 

computers to do similar things to the potential to 

complete common tasks. Detection of objects in 

digital image processing is a process used to determine 

the presence of certain objects in a digital image. 

 

The detection process can be carried out by various 

methods which generally read the features of all 

objects in the input image. The features of the objects 

in the input image will be compared with the features 

of the model used or template. The comparison results 

can be used to determine whether an object is detected 

as the intended template or not. The object detection 

system needs to train and test datasets with bounding 

boxes and labels for the class per each object for the 

recognition process. To achieve this goal, there are 

many datasets for generating Deep Learning models 

such as Pascal-VOC [11]. 

 

• Literature References 

 

1. There is a research conducted by [12] R. Chauhan, 

K. K. Ghanshala and R. C. Joshi, 2018  which 

applies the Deep Learning method in classifying 

2D images with Convolutional Neural Network 

(CNN) algorithm. In this study using an input 

shape measuring 32x32, the value of learning rate 

0.001, the filter size is 3x3, the number of epochs 

is 50, whereas the MNIST dataset based 60,000 

train images and 10,000 test images along with 

CIFAR-10 is the dataset used for object detection  

which is labeled a subset of 80 million tiny images 

are used. However, the dataset has 60,000 32x32 

pixel color images with 10 classes (airplane, 

automobile, bird, cat, deer, dog, frog, horse, ship, 

truck). Each class has 6000 images. The train batch 

has 50,000 images and test batch has 10,000 

images. The test batch for each class has 1000 

images which are randomly selected. Based on the 

results of existing research obtained the calculated 

accuracy on MNIST is 99.6% and on CIFAR-10 is 

80.17%. 

 

2. There is a study [13] that detects real time human 

objects using the Histogram of Oriented Gradients 

(HOG) method conducted by Hou, Beiping & 

Wen, Zhu. (2011). The resulting HOG feature will 

be processed using the Support Vector Machine 

(SVM) method to determine whether the detected 

feature is a human feature or not. The data that is 

processed in this study is a video recording based 

on HOG features are calculated as classified 

eigenvectors. Thereafter test results are 

categorized into predefined groups of humans and 

other objects by using SVM classifier , the system 

can detect the people on visitor videos using the 

proposed method with an effectiveness and 

accurately. 

 

3. The research [14] carried out by Pranamurti, H & 

Murti, A & Setianingsih, C. (2019) is to design a 

fire detector using image processing and processed 

by Raspberry Pi. The images sampled in this study 

are fire flames i.e match fires and paper burnt 

flames. The method used in this study is the Haar 

Cascade Classifier method. The results show the 

average value of the output displayed by the 

system, namely in the fire experiment with the 

distance of 50cm to 100cm the highest accuracy of 

100% with the light of 0 lx. 

 

4. Another study [15] entitled "Object Motion 

Detection and Tracking for Video Surveillance" 

conducted by Sahasri, M., & Gireesh, C in 2017 

used background subtraction and foreground mask 

sampling methods with a cascade classifier for 

object detection processes. This research was 

conducted because of the need by "smart" video 

surveillance systems for fast, reliable and robust 

algorithms for detecting moving objects. This 

study also takes samples by calculating 

intersections on a number of frames that have been 

background-subtracted in a certain time period. 

 

5. By [16] Kumar, A., Zhang, Z.J. & Lyu, H 

investigates and build up an object detector 

algorithm with deep learning neural networks for 
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detecting the objects from the images. The 

investigations apply am enhanced SSD algorithm 

alongside through multilayer convolutional 

network to accomplish high accurateness in factual 

instance for the recognition of the objects. The 

presentation of proposed  algorithm by researchers  

is excellent in motionless images and moving 

videos. The accurateness of the projected 

representation is extra than 79.8%. The training 

time for this model is about 5–6h. These 

convolutional neural networks extract feature 

information from the image and then perform 

feature mapping to classify the class label. The 

prime objective of our algorithm is to use the best 

aspect ratios values for selecting the default boxes 

so that we can improve SSD algorithm for 

detecting objects. 

 

6. Teja [17] in 2018 conducted a study to detect and 

track the movement of some objects during 

occlusion and activate warning if there is an object 

that is visible for a long time in the scope camera. 

The existing system uses the concept of video 

framing into several types 2-dimensional image 

and then apply digital image processing techniques 

to the image to detect the motion of some objects 

on the video. Multiple object detection obtained 

based on differences in the average grayscale level 

of the processed data. 

 

7. In the scientific article by Rajaraman 

Sivaramakrishnan [18] (2015), with the title "Pre-

trained Convolutional Neural Networks as feature 

extractors to improve the detection of the malaria 

parasite in thin blood images", the main objective 

was to find a model whose evaluation show 

capacity for assertiveness of deep learning based 

on Convolutional neural networks, for the 

selection and classification of microscopic images. 

The development methodology that he chose to 

carry out was the cell segmentation algorithms, 

allowing to obtain values of sensitivity and 

specificity based on the procedure carried out. It 

was concluded that the personalized model was 

able to meet the expected expectations, achieving 

81% sensitivity and 83% specificity compared to 

the diagnostic accuracy that was evaluated. 

 

8. In [19] the scientific article by Wu, Chunyan and 

Wang, Xuefeng (2013), with the title "Preliminary 

investigation on the identification system of 

anthracnose and powdery mildew of sandalwood 

leaves based on image processing", it was sought 

to identify the most accurate system for the 

preliminary diagnosis of sandalwood diseases 

through fragmentation, analysis of characteristics 

such as color and texture of digital images and their 

respective categorization. The development 

methodology used is based on convolutional 

Neural Networks (input layer, hidden laye layer, 

output layer) through learning algorithms 

(propagation and segmentation). It was concluded 

that using neural networks they can respond 

optimally in image recognition models to identify 

diseases. 

 

9. In [20] the scientific article by Abdullah-Al Nahid, 

Menrabi Mohamad and Yinang Kong (2018), with 

the title of "Histopathological Classification of 

Breast Cancer Imaging by Deep Neural Network 

Techniques Guided by Local Grouping" with the 

main objective is to contribute in the 

Histopathological classification of breast cancer 

and thus be able to help in decision making. 

Likewise, the development method he carried out 

was a convolutional neural network performing 

biomedical image analysis, classifying it using 

techniques guided by statistical information 

derived from images. In the same way, it was 

concluded that the system provides a great facility 

for decision-making since if it were not present, a 

whole process would be carried out depending on 

whether the state is malignant or benign to delegate 

a specialist. 

 

10. In [21] the scientific article, Raith Stefan, Per Eric, 

Gut Cristine, Edelhoff Daniel and Fischer Horst 

(2017), with the title "Artificial neural networks as 

a powerful numerical tool to classify the specific 

characteristics of a tooth based on 3D scan data ” 

with the aim of being able to give precision to the 

classification of tooth images with respect through 

neural networks so that it can be a contribution in 

the design of treatment and restorations in the area 

of Dentistry. In the same way, the neural network 

development method uses Python as the 

programming language with a package called 
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Bryan and using the so-called backpropagation 

algorithm 

 

11. In [22] the scientific article by Burcu Yavuz, Tuba 

Yildiz and Ziynet Pamuk (2014), with the title 

"Comparison and Regression tree classifiers used 

with the Backpropagation algorithm to diagnose 

Anemia” with the aim of developing a method to 

improve classification performance by 

hematological parameters. Likewise, the method 

used was the selection algorithm in relation to the 

Gini algorithm based on the regression tree 

together with the backpropagation algorithm for 

the diagnosis of Anemia. In the same way, it was 

possible to conclude that the aforementioned 

method provides help to doctors and can even be 

used for various disease diagnostic studies. From 

the article mentioned, the application of the 

Backptopagation algorithm is taken as experience, 

since to improve the classification performance, go 

through an error propagation stage. 

 

12. In [23] the scientific article by Hsu-Hao Yang, 

Mei-Ling, Huang, Shin-Wei Yang (2015), with the 

title “Integration of Auto-Associative Neural 

Networks with Hotelling T2 Control Charts for 

Wind Turbine Fault Detection” Its main objective 

is to be able to contribute to the constant failures of 

a wind turbine through CAD and neural networks. 

Likewise, the methodology used is K-means 

(grouping method so that value data can be 

processed and grouping results can be verified, 

associative neural networks are also applied that 

transform the data to be distributed. In the same 

way, was able to conclude that the aspect of 

precision that was required can be improved by 

selecting attributes and even indicates that 

operational ranges can be added to improve the 

detection of values. 

 

13. In [24] the scientific article by Jusman Yessi, Siew 

Cheok and Noor Azuan (2014), with the title 

"Intelligent detection systems for cervical cancer", 

with the main objective of being able to analyze 

intelligent systems that focus on diagnosing 

cervical cancer. cervix by comparing images. 

Likewise, the methodology is based on the review 

of two scientific databases for general visions of 

intelligent systems among others. In the same way, 

it was concluded that there are various 

classification tools (neural networks, logistic 

regression, decision tree, among others) that 

generate better results for classifying cervical 

precancerous data, since a real-time system can 

even be built. 

 

14. In [25] the scientific article by Jitendra Virmani, 

Vinod Kalra Naveen and Niranjan Khandelwal 

(2014), with the title of “Neural Network 

Ensemble-Based CAD System for B-mode 

Ultrasound Focal Liver Lesions” which has as its 

main objective to provide a Diagnosis of focal liver 

lesions using a system based on a set of neural 

networks. Also, the method it uses is a neural 

network ensemble using a CAD diagnostic system 

consisting of extraction functions and a step 

classification module. 

 

15. In [26] the scientific article by Shi Yun, Xianfeng 

Wang, Shanwen Zhang and Zhan Chuanlei (2015), 

with the title of "PNN-based crop disease 

recognition with leaf image characteristics and 

meteorological data" whose main objective is to 

propose a method an automatic recognition of crop 

diseases. Likewise, the development method that 

was applied was the statistical characteristics of 

texture, color and shape through the images 

obtained, a probabilistic neural network classifier 

was also chosen so that the accuracy of the 

classification can be evaluated. In the same way 

the results of a set of images of diseased leaves can 

be recognized by the method mentioned even the 

recognition rate accuracy was greater than 90%. 

 

III. CONCLUSION 

 

In this study, various methods are referred and adhered 

in literature for solving the problem of detection and 

classification of objects in images, which belongs to 

the branch of Deep Learning and which are called 

Neural Networks. Various techniques and results have 

been given to specific problems of detection in cases 

with a single object to classify and in others with 

images in which it is interesting distinguish several 

different objects and their different locations. This has 

required a detailed study of the architecture of 

Convolutional Neural Networks, Histogram of 

Oriented Gradients and Support Vector Machine of the 
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parameters that affect their training, thus modifying 

the results that is possible obtain in a classification of 

the type described. As per the literature review to 

obtain the most optimal solution possible from the data 

and tools that were available the CNN is the 

recommended and effective technique to detect 

objects accurately and swiftly. 
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