
© April 2024 | IJIRT | Volume 10 Issue 11 | ISSN: 2349-6002 
 

IJIRT 163912 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 2874 

Multifaceted System with T5-based Headline Generation 

and Established Machine Learning Techniques for Fake 

News Detection and Summarization 
 

HARINIESWARI V1, SRIMATHI T2, AND VAISHNAVI R3, DR.AARTHI T4   
1,2,3,4 Meenakshi Sundararajan Engineering College, Chennai 

 

Abstract— The ever-growing volume of online news 

presents a double-edged sword: democratized information 

access alongside challenges like misinformation and 

information overload. This work introduces a unified 

system addressing these issues. The system employs a 

machine learning model for real-time fake news detection 

using established techniques like stemming and TF-IDF.  

Additionally, it incorporates a summarization module 

utilizing Latent Semantic Analysis (LSA) to condense 

lengthy articles.  Uniquely, the system integrates a T5-

based deep learning model for headline generation, 

showcasing its potential in news content processing. This 

multifaceted approach empowers users with a suite of 

functionalities within a single framework, ultimately 

fostering a more trustworthy and efficient news 

experience, paving the way for a future where navigating 

the news landscape is not just informative, but streamlined 

and empowering. 

 

I. INTRODUCTION 

 

In the fight against misinformation and information 

overload, this research presents a multifaceted system 

tackling key challenges in the news domain. We 

propose a two-pronged approach: a traditional 

machine learning model leveraging techniques like 

stemming and TF-IDF for real-time fake news 

detection, and a summarization module utilizing 

Latent Semantic Analysis (LSA) to condense lengthy 

articles. While these components rely on established 

methods, the system integrates a T5-based headline 

generation module, showcasing the potential of this 

powerful deep learning architecture for news content 

processing. Ultimately, this project strives to empower 

users by offering a suite of functionalities within a 

unified system, fostering a more trustworthy and 

efficient news experience. 

 

 

 

II. RELATED WORKS 

 

[1] Economic and Social Research Council (ESRC) - 

Using Social Media. The ESRC provides insights into 

leveraging social media for research impact, 

highlighting strategies and tools for effective social 

media utilization in the research context. It covers 

topics such as audience engagement, content creation, 

and measuring impact metrics, offering a 

comprehensive guide for researchers to maximize the 

reach and influence of their work through social media 

platforms. 

[2] Alkhodair S A, Ding S H.H, Fung B C M, Liu J 

2020 “Detecting breaking news rumors of 

emerging topics in social media” Inf. Process. Manag. 

2020, 57, 102018. The paper by Alkhodair et al. 

(2020) focuses on the detection of breaking news 

rumors related to emerging topics on social media. 

Their research contributes to information processing 

and management by addressing the timely and critical 

task of identifying and verifying rumors in the 

dynamic landscape of online information 

[3] E.C. Tandoc Jr et al. - Defining Fake News: A 

Typology of Scholarly Definitions. Tandoc et al.'s 

work presents a systematic typology of scholarly 

definitions of fake news, contributing to the 

conceptual understanding and categorization of fake 

news in academic discourse. It explores various 

dimensions of fake news definitions, including 

misinformation, disinformation, propaganda, and the 

socio-political impact of false narratives in 

contemporary media landscapes. 

[4] J. Radianti et al. - Nepal Twitter Analysis: Public 

Concerns During Recovery. This study by Radianti et 

al. investigates public concerns expressed on Twitter 

during the recovery period after a major earthquake in 

Nepal, providing valuable insights into post-disaster 

communication dynamics. It analyzes sentiment, 

thematic patterns, and community responses on 
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Twitter, shedding light on the role of social media in 

disaster recovery and public discourse. 

[5] Shuzhi Gong et al. - Fake News Detection through 

Graph-based Neural Networks. Gong et al. propose a 

novel approach using graph-based neural networks for 

detecting fake news, leveraging graph structures to 

enhance the accuracy and effectiveness of fake news 

detection systems. Their work emphasizes the 

importance of network analysis and contextual 

relationships in identifying misleading information 

online, contributing to advancements in cybersecurity 

and media literacy. 

[6] Kulothunkan Palasundram et al. - SEQ2SEQ++: 

Multitasking-Based Seq2seq Model. Palasundram et 

al. introduce SEQ2SEQ++, a multitasking-based 

seq2seq model designed to generate meaningful and 

relevant answers across various tasks, showcasing 

advancements in natural language processing. Their 

model integrates multiple learning objectives, such as 

question answering, summarization, and translation, 

demonstrating the versatility and adaptability of 

seq2seq architectures in handling diverse language 

tasks. 

[7] Minghao Wu et al. - LaMini-LM: Diverse Herd of 

Distilled Models from Large-Scale Instructions. Wu et 

al. present LaMini-LM, a diverse ensemble of distilled 

models derived from large-scale instructions, 

demonstrating a scalable and effective approach for 

model distillation and optimization. Their work 

explores techniques for model compression, 

knowledge distillation, and ensemble learning, 

contributing to the development of compact yet 

powerful language models for various natural 

language processing applications. 

 

III. SYSTEM IMPLEMENTATION 

 

A. Transformer-based T5 Model: 

At the core of our system implementation lies the 

Transformer-based T5 model, renowned for its 

versatility and effectiveness in handling various text-

to-text tasks. Leveraging the power of transfer 

learning, the T5 model serves as the backbone for fake 

news detection, headline generation, and news 

summarization within our integrated multi-modal 

system. 

 

 

 

B. Dataset Collection and Preprocessing: 

A diverse dataset comprising news articles from 

reputable sources and social media platforms forms 

the foundation of our system. Extensive preprocessing 

techniques are applied to clean and normalize the text, 

ensuring consistency and relevance across different 

sources and topics. 

 

 
Fig.1 System Architecture 

 

C. Fine-Tuning and Model Training: 

The pre-trained T5 model is fine-tuned on the task-

specific datasets using supervised learning techniques. 

By optimizing model parameters with gradient-based 

optimization algorithms, such as Adam, we adapt the 

T5 model to the specific tasks of fake news detection, 

headline generation, and news summarization. 

D. Fake News Detection Module: 

Utilizing the fine-tuned T5 model, the fake news 

detection module analyzes linguistic features, 

contextual clues, and credibility indicators within 

news articles to distinguish between genuine and 

fabricated content. Through binary classification, the 

module accurately identifies instances of 

misinformation. 

E. Headline Generation Module: 

In the headline generation module, the fine-tuned T5 

model generates concise and informative headlines 

based on the content of news articles. By leveraging 

attention mechanisms and decoder layers, the module 
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produces headlines that effectively capture the essence 

of the underlying stories. 

F. News Summarization Module: 

The news summarization module employs the fine-

tuned T5 model to distill the most salient points from 

lengthy news articles into concise summaries. By 

leveraging extractive and abstractive summarization 

techniques, the module preserves coherence and 

relevance while condensing the content for efficient 

consumption. 

G. Evaluation and Performance Metrics: 

Performance evaluation of each module is conducted 

using appropriate metrics tailored to the specific tasks. 

Metrics such as accuracy, precision, recall, F1 score 

for fake news detection, and ROUGE scores for 

headline generation and news summarization are 

computed to assess the efficacy and robustness of the 

system. 

H. Deployment and Integration: 

The integrated multi-modal system is deployed and 

integrated into existing news dissemination platforms, 

enabling real-time detection of fake news, generation 

of engaging headlines, and summarization of news 

articles. User feedback mechanisms and iterative 

improvements ensure continuous enhancement and 

adaptability of the system in response to evolving 

news landscapes and user needs. 

 

IV. METHODOLOGY 

 

Our project encompasses the development and 

integration of three critical modules: fake news 

detection, headline generation, and news 

summarization. Each module involves various stages, 

including data collection, model training, evaluation, 

and integration, necessitating a comprehensive 

methodology for successful execution. 

 

4.1 Data Collection and Preprocessing: 

A. Fake News Detection: We begin by collecting a 

diverse dataset comprising both genuine and fake 

news articles from reputable sources and social media 

platforms. This dataset forms the foundation for 

training the fake news detection model. Subsequently, 

we preprocess the collected data to remove noise, 

irrelevant content, and duplicates, ensuring data 

cleanliness and consistency. 

 

B. Headline Generation: For the headline generation 

module, we gather a dataset of news articles paired 

with their corresponding headlines from a wide range 

of sources to train the headline generation model 

effectively. Similar to fake news detection, 

preprocessing techniques are applied to clean and 

normalize the data, preparing it for model training. 

 

C. News Summarization: In the news summarization 

module, we compile a dataset consisting of news 

articles along with concise summaries. This dataset 

serves as the training data for the news summarization 

model. Like the other modules, data preprocessing is 

performed to ensure data quality and consistency 

across the dataset. 

 

4.2 Model Training and Fine-Tuning: 

A. Transfer Learning: Leveraging the pre-trained T5 

(Text-To-Text Transfer Transformer) model as the 

base architecture for all three modules, we capitalize 

on its versatility and effectiveness in handling various 

text-to-text tasks. The T5 model's pre-trained weights 

are utilized to initialize the model parameters. 

 

B. Fine-Tuning: Next, we fine-tune the T5 model on 

the task-specific datasets for fake news detection, 

headline generation, and news summarization. 

Through supervised learning techniques, we optimize 

the model parameters and adjust the pre-trained 

weights to better suit the specific tasks and datasets. 

 

C. Optimization: Throughout the training process, we 

optimize model parameters and hyperparameters 

using gradient-based optimization algorithms, such as 

Adam, to minimize task-specific loss functions. This 

iterative optimization process enhances the model's 

performance and convergence speed. 

 

4.3 Evaluation and Performance Metrics: 

A. Fake News Detection: To evaluate the fake news 

detection module, we assess model performance using 

metrics such as accuracy, precision, recall, and F1 

score. These metrics provide insights into the model's 

ability to distinguish between genuine and fake news 

articles accurately. 

 

B. Headline Generation: For the headline generation 

module, we evaluate the quality of generated 

headlines using metrics such as ROUGE (Recall-
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Oriented Understudy for Gisting Evaluation) scores. 

These scores measure the similarity between the 

generated headlines and reference headlines, 

providing a quantitative assessment of headline 

quality. 

 
Fig.2 Comparision between T5 and Flan T5 Model  

for Headline generation 

 

C. News Summarization: Similarly, we evaluate the 

quality and informativeness of generated summaries 

using metrics such as ROUGE scores and semantic 

similarity measures. These metrics gauge the 

effectiveness of the news summarization module in 

distilling key information from news articles 

accurately. 

 

4.4 Integration and Optimization: 

A. Modular Integration: Once the individual modules 

are trained and evaluated, we integrate them into a 

unified framework. This modular integration ensures 

seamless interoperability and cooperation between 

the different components of the system. 

B. Optimization: Additionally, we optimize the 

integrated system by fine-tuning code and 

configurations to improve overall performance and 

efficiency. Techniques such as parallel processing and 

caching are implemented to expedite inference and 

reduce latency, enhancing the user experience. 

 

4.5 Testing and Validation: 

A. Functionality Testing: Thorough functionality 

testing is conducted to ensure that each module 

performs as expected within the integrated system. 

This testing phase identifies and addresses any issues 

or inconsistencies in module behavior. 

B. Validation: To validate the system's performance, 

we compare its output against benchmark datasets and 

real-world news articles. This validation process 

verifies the accuracy and reliability of the system in 

practical scenarios, ensuring its effectiveness in real-

world applications. 

 

4.6 Deployment and User Feedback: 

A. Deployment: Once validated, the integrated system 

is deployed on news dissemination platforms or as 

standalone applications for end-users. This 

deployment phase ensures widespread accessibility 

and usability of the system. 

B. User Feedback: Finally, we actively solicit 

feedback from users to identify areas for improvement 

and iterate on the system design and functionality 

based on user preferences and requirements. This 

iterative feedback loop ensures continuous refinement 

and enhancement of the system over time, further 

improving its effectiveness and user satisfaction. 

 

 
Fig.3  Model Perplexity Before and After Training 

 

CONCLUSION 

 

This research presented a novel system that empowers 

users by addressing two critical challenges in online 

news: misinformation and information overload. The 

system effectively combines established machine 

learning techniques for real-time fake news detection 

with LSA-based summarization.  Uniquely, it 

integrates a T5 deep learning model for headline 

generation. This multifaceted approach demonstrates 

the value of combining traditional and cutting-edge 

methods to enhance the overall news experience. The 

system empowers users with tools to identify reliable 

information, efficiently grasp key points, and stay 

informed through clear and concise headlines. These 
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findings pave the way for further exploration of T5 and 

other deep learning architectures for even more 

sophisticated functionalities within the news domain, 

ultimately fostering a more trustworthy and efficient 

information landscape. 

 

FUTURE WORKS 

 

In future research endeavors, refining the T5-based 

integrated multi-modal system could involve 

extensive model fine-tuning on larger and more 

diverse datasets to bolster performance across tasks 

such as fake news detection, headline generation, and 

summarization. Exploring multi-task learning 

strategies to jointly optimize the system across these 

tasks may offer efficiency gains and improved overall 

performance. Additionally, investigating domain 

adaptation techniques to enhance the system's 

generalization to diverse news sources and topics is 

essential. Integrating user feedback mechanisms and 

refining evaluation metrics tailored to the nuances of 

each task could further enhance system effectiveness 

and user satisfaction. Ethical considerations, including 

bias mitigation and transparency, should also be 

prioritized, alongside real-world deployment studies 

to evaluate the system's feasibility, usability, and 

impact in practical news consumption scenarios. 

These future directions aim to advance the system's 

capabilities, contributing to the broader goal of 

combating misinformation and fostering a more 

informed society. 
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